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Abstract. Lifetimes of yrast levels with spins Iπ = 23/2−–43/2− in 131La populated in the 122Sn(14N, 5n)
reaction at a beam energy of 70MeV are measured by the Doppler Shift Attenuation method. A model of
side-feeding population is presented. The model parameters are determined in an experiment based on the
lineshape of γ-transitions from two highest spin levels and from the intensity distribution along the yrast
band. The properties of the h11/2 band in 131La are compared with the theoretical predictions obtained in
the framework of the Core-Quasi-Particle Coupling and the self-consistent Total Routhian Surface models.

PACS. 21.10.Tg Lifetimes – 21.60.Ev Collective models – 27.60.+j 90 ≤ A ≤ 149

1 Introduction

The results of recent experiments (see [1] and references
quoted therein) suggest the presence of chiral bands in the
odd-odd 132La nucleus. These bands and the similar ones
found in the neighbouring odd-odd nuclei with A ≈ 130
are based on the πh11/2

⊗

νh−1
11/2 configuration. Starosta

et al. [1] described the chiral bands in 132La in terms of
the Core-Particle-Hole Coupling model. As an input to
this model the parameters of the triaxial core were fitted
to reproduce the properties of the neighbouring even-even
and odd-A nuclei. The basic idea of our experiment was
to measure nuclear level lifetimes in the yrast band of
131La which is based on a πh11/2 configuration and thus
to obtain input data for the model. The level scheme of
131La is known from ref. [2]. The lifetimes of the 15/2−1 ,
19/2−1 , 23/2−1 , 27/2−1 and 31/2−1 states belonging to the
h11/2 band of 131La were measured [3] by using the Recoil
Distance Method (RDM). Due to the limitations of this
method the short lifetimes (τ < 1 ps) of the 27/2−1 and
31/2−1 states were determined with very large (≈ 80%)
uncertainties, which makes comparison of the high-spin
experimental data with the theoretical predictions diffi-
cult.

a e-mail: egrodner@npdoxp.fuw.edu.pl
† Deceased.

In the present work (whose preliminary results were
published in ref. [4]) we used the Doppler Shift Atten-
uation Method (DSAM) [5,6]. This method is suitable
for measuring sub-picosecond nuclear level lifetimes. The
lifetimes were determined from the shapes of the γ-lines,
account being taken of the reaction kinematics, the de-
excitation process of compound nuclei, the slowing-down
process of recoils in the target and the geometry of the ex-
perimental setup. The experimental techniques, data anal-
ysis, discussion of the side-feeding and results of the life-
time measurement are described in sects. 2, 3, 4 and 5,
respectively. Some new methods of data evaluation by the
DSA method are presented in sect. 3 and in the appen-
dices. Theoretical calculations made in the framework of
the Core-Quasi-Particle Coupling model and of the Total
Routhian Surface model are given in sect. 6.

2 Experimental

The excited states in 131La were populated in the
122Sn(14N, 5n)131La reaction. The 14N beam of energy
70 MeV was provided by the U-200P cyclotron of the
Heavy Ion Laboratory of the Warsaw University. The
thickness of the 122Sn target was 10 mg/cm2. About
108 γ-γ coincident events were collected by the OSIRIS
II array consisting of 10 Compton-suppressed HPGe de-
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Fig. 1. Partial level scheme of 131La. Numbers in parentheses
are the relative intensities given with an accuracy of 5–10%. All
transition intensities (in italics) are given for the 122Sn(14N, 5n)
reaction at a beam energy of 70MeV on a thick target. The
intensities shown on the right are the sums of intensities of the
observed γ-transitions coming from other bands.

tectors with efficiency from 20% to 40% (relative to a stan-
dard 3′′ × 3′′ NaI(Tl) scintillator). The Ge detectors were
placed at angles θ equal to 25◦, ±38◦, 63◦, ±90◦, 117◦,
±142◦ and 155◦ with respect to the beam axis. The data
were sorted off-line into several γ-γ matrices containing
events from a specified detector at one axis and events
from all the remaining detectors at the second axis. The
part of the level scheme of 131La used in the present anal-
ysis is shown in fig. 1.

3 Data analysis

3.1 General features of the method

The lifetime analysis was carried out by using the pro-
grams COMPA, GAMMA and SHAPE. This software
includes the Monte Carlo simulation of production and
slowing-down of recoils as well as γ-quanta emission and
registration. In the present work we used the upgraded
version of the old program [7]. When heavy ions are used
the following problems arise:

1) In compound-nucleus reactions induced by heavy
ions the states with large angular momenta are populated.
Therefore, the side-feeding time (τsf ) may be compara-
ble with the analysed level lifetime τ and is characterized
by non-exponential distribution. So, the complicated side-
feeding process should not be described simply by a single
value of τsf .

2) For long cascades, the calculation of lineshape as a
superposition of many components leads to a large error,
which drastically increases if the values of the τi inside
cascade are almost equal. In this case the probability that
decay occurs in the t, t + dt interval is described by the
law

dP (t)/dt =

n
∑

i=1







n
∏

k=1
k 6=i

τi
τi − τk







1

τi
exp

(

− t

τi

)

(1)

and consists of large positive and large negative sum-
mands.

The well-known code LINESHAPE [8] attempts to
solve problem 1) by introducing an artificial level cas-
cade (5 levels) for each analysed state to replace the com-
plex side-feeding pattern. These levels decay via stretched
E2 transitions with a rotation-like behaviour and are de-
scribed by one parameter (effective quadrupole moment
Qsf or effective side-feeding lifetime τsf ) which is differ-
ent for each analysed level. This parameter should be ex-
tracted during lineshape analysis simultaneously with τ .
This approach is questionable (at least in the case of not
well-deformed nuclei) especially if τsf significantly exceeds
τ (for instance see [9]).

In the present version of our program (already applied
to analyse the experiments performed with the GASP and
EUROBALL IV arrays [10–12]) all cascades which feed
the level of interest, starting from the entry states, are
directly included in the Monte Carlo simulation and line-
shape calculation. The model of side-feeding used in our
approach is based on the modern knowledge of popula-
tion and decay of the entry states. Details of the model
are given in appendix C. The side-feeding is described
by several parameters. They are the same for all levels
of interest and can be determined from lineshape anal-
ysis and also from other independent experimental data
like multiplicity distributions or side-feeding intensities.
In our program the number of levels and decay paths
in the feeding cascade is practically unlimited since one
hundred levels and 105 paths can be taken into account.
Moreover, the level scheme analysis and path identifica-
tion are performed automatically since all experimental
branching ratios are taken into account. Any condition of
gating is realised by the use of the Monte Carlo techniques
(see sect. 3.2 and appendix A). Our approach using the
WGTB method (Wide Gate set on Transition Below the
level of interest method) based on side-feeding cascade cal-
culations is to some extent model dependent since specific
structural effects which might influence the feeding of the
analysed level are not accounted for. In the present ex-
periment the influence of specific structural effects is not
substantial since the side-feeding model reproduces well
the distribution of intensity and the relative side-feeding
intensity population along the yrast band. These observ-
ables depend on the feeding time distribution probability.
The agreement of these quantities with experimental ones
shows that for studied levels the feeding time distribution
is calculated properly. A more detailed description of the
problem is given in sects. 3.4, 4.1, 4.2. In the case of 131La
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it is proved by lifetime analysis of the 31/2− level that the
model of side-feeding, whose parameters were experimen-
tally determined, describes well the feeding time distribu-
tion of the studied levels. The lifetime of the 31/2− level
extracted by using the side-feeding–independent methods
(gating above, narrow gate below) give the same result
as our approach in which the feeding time is calculated
according to the model described in sect. 3.4. This shows
that the feeding time distribution of the 31/2− level, given
by the model, reproduces the experimental distribution
(see sect. 5.2).

3.2 Setting of gates

To avoid systematic errors associated with the cascade
and side-feedings one can set a gate on the transition that
feeds the level of interest. It limits the feeding to a known
path [13]. When the gate is set on the Doppler shifted
(flight) component of the feeding transition (partial gate),
then the results are low sensitive to the population time
since only the fast component of the feeder transition is
used for gating. This method is usually called Flight Gate
Transition Above (FGTA); in this paper it shall be re-
ferred to as “gating above”. The “gating above” method
may be applied for any γ-transition which feeds the level of
interest. The general description of this method, where the
Monte Carlo procedures were used, is presented in [10]. In
appendix D of ref. [10] the time-velocity correlation con-
nected with the stopping process of recoils is calculated
by using formula

t(v) = m

∫ v

0

(

dE

dx
(u)

)−1

du , (2)

where dE/dx is the recoil stopping power as a function
of velocity u. The Monte Carlo simulated time t1 of the
γ-ray emission (see sect. 3.3) is used to calculate the recoil
velocity v (and its projection v cos θ on the detector direc-
tion) at the moment of γ de-excitation. The time-velocity
correlation (given in eq. (2)) and velocity projection are
necessary to calculate the Doppler-shifted energy of the
γ-quantum registered in the detector

Eγ = Eγ0

(

1 + cos θ
v(t1)

c

)

+∆Erandom , (3)

where Eγ0
is the unshifted energy of the photon and

∆Erandom is used to describe the influence of the instru-
mental lineshape, see appendix B in ref. [10]. For the par-
tial gate, set in the energy interval of EL–ER, the Monte
Carlo event is accepted when EL < Eγ < ER, where EL

and ER stand for the left- and right-hand limit of the
gate. This event represents the case in which the γ-decay
(starting from the entry states of the recoil nucleus) fulfils
the conditions given by the partial gate. In our case the
31/2 level was analysed by applying a variant of this tech-
nique where the sum of the spectra from all detectors was
used for the lifetime extraction. The position and width
of the gate were fixed and different parts of the velocity

distribution, for each angle, were automatically taken into
account in the lineshape calculation.

Another method of avoiding systematic errors asso-
ciated with cascade and side-feeding, known as “Narrow
Gate set on Transition Below” (NGTB), was introduced
by Brandolini et al. in [14] and has been improved by
Petkov et al. in [15]. In this method a gate is set on the
unshifted component of the transition depopulating the
level of interest and the lineshape of the transition feed-
ing the level of interest is analysed. This lineshape is com-
pared with the lineshape measured when the gate is set on
the whole line containing the shifted and unshifted com-
ponents of the depopulating transition. When the gate is
set only on the unshifted component of the transition then
the Doppler-shifted component of the feeding transition is
suppressed. From the degree of suppression, the lifetime
of the level can be deduced.

In appendix A a new version of the NGTB method,
called in our paper “narrow gate”, is described. The
method allows us to enlarge the width of the gate set on
the unshifted component of the depopulating transitions
what increases the statistics of the spectrum. Application
of the Monte Carlo calculations to this method has been
described in [10]. The 31/2 level in 131La was analysed
by applying this technique too. However, the Wide Gate
set on the Transition Below the level of interest (WGTB)
method is used as standard. This method will be called
“gating below”. Often in the “gating below” method the
sum of many gates below is used, therefore the statis-
tics of the spectrum can be much larger as compared to
the “narrow gate” and “gating above” methods. This is
the reason why in our work most of the lifetimes were
obtained by applying the “gating below” method. This
procedure applied to small arrays (like OSIRIS) is useful
also in the case of large arrays (EUROBALL, GAMMA-
SPHERE, GASP) since there are always weak transitions
for which the “narrow gate” and “gating above” meth-
ods cannot be applied [10–12]. It is worth noting that the
“gating above” method is effective only in the case of a
sufficiently large Doppler effect shown by feeder transi-
tion and that the sensitivity of the “narrow gate” method
depends on the lifetimes of both analysed levels: level of
interest and level above. In general, the application of the
“gating below” method results in a significant increase of
the number of lifetimes which can be extracted, provided
the side and cascade feedings are properly taken into ac-
count.

3.3 Cascade feeding

In the “gating below” method the cascade feeding from
known discrete states makes the lifetime determination
difficult. Generally, the total number of different decay
paths in the level scheme that feed the level of interest
is Ktotal = 2N−1, where N is the number of states above
this level and, for example, for N = 30, Ktotal ≈ 5× 108.
Fortunately, only a small number K of paths is realised
(K ¿ Ktotal). A special subroutine of GAMMA analyses
the level scheme starting from the top and picks the paths
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for which the electromagnetic transitions exist. Each path
is identified by the code identification number (k) stored
together with the relative intensity Rk of the path. The
program GAMMA divides the total number of the Monte
Carlo histories M (typically 105) into K parts propor-
tional to Rk: Mk = M × Rk. Finally, the program takes
into account the all known branches of the cascade feeding.
Each path contains transitions from n discrete levels and
side-feeding transitions. The simulated time t1 at which
a γ-quantum de-excites the level of interest (its sequence
number is defined as unity) is given by equation

t1 = tsf +
n
∑

i=2

ti , (4)

where ti is the simulated time for the corresponding transi-
tion from level i and tsf is the simulated time at which the
feeding reaches the upper level (n = i) in the band. Each
ti is calculated from the formula ti = τi ln(1/ζ), where ζ is
a random number evenly distributed in the interval (0, 1).

The resulting time distribution is fully equivalent to
the complex superposition of the exponential function in
eq. (1). At time t1 the recoil velocity and corresponding
Doppler shifts are simulated for each detector. The de-
scribed Monte Carlo method of cascade feeding simulation
is superior in accuracy to the analytical calculation, and
holds for any combination of lifetimes τi in the cascade,
even if some of them are equal.

When the level scheme is well established and the in-
tensity is large enough, the best way of applying the “gat-
ing below” method is step-by-step extraction of lifetimes,
starting from the upper levels and taking into account all
feeding cascades. Uncertainties in the lifetimes of the up-
per levels do not strongly affect the lifetime determination
of the level of interest. Namely, the following correlation
takes place along the path: the increase (decrease) of the
lifetime (τu) of the upper level leads to the decrease (in-
crease) of the lifetime (τb) of the level below, etc. This
compensates partly the influence of the τu and τb uncer-
tainties on the lifetime of levels of interest [16]. The time-
dependent decay function dP (t)/dt for each feeding path
is the superposition of exponents but in some cases can
be roughly replaced by one exponent with the effective
value of lifetime τeff . The definition of τeff by using the
P (t)-function is given in appendix B. Usually, τeff can be
roughly estimated as the sum of lifetimes in the stretched
cascade (including the level of interest). In the case of
DSA, if τeff is comparable or larger than the recoil’s stop-
ping time tstop (see appendix B), the observed Doppler
effect is determined by another effective time τDSA

eff . This
effective time can be evaluated by the lineshape analysis
under the assumption of one component exponential decay
without any cascade and side-feedings. The value τDSA

eff al-
ways exceeds τeff . This can be explained by the fact that
in the case of DSAM only the part of the dP/dt-function
during the recoil slowing-down time is important (see ap-
pendix B). In the real situation one parameter τDSA

eff is
not enough for the proper description of the lineshape. In
practice, satisfactory results are obtained if the cascade

feeding of the level of interest is reduced to 2–3 transi-
tions. Substitution of the feeder branch by one level with

effective feeder lifetime τ feedeff is correct in two cases:

1) τfeedeff ¿ τ . Usually, in this case τ feedeff ¿ tstop and
the population of studied level is so fast that its detailed
description is not important.

2) τDSA
eff À tstop. In this case the cascade feeding con-

tributes mainly to the stop component of the analysed
line.

In 131La (fig. 1) there is no information about the side
branches for the highest levels and also the information
for the lowest levels is probably incomplete. The unknown
side branches are included into the side-feeding for these
levels. These side-feedings were calculated by the Monte
Carlo simulation in the way discussed in sect. 3.4.

We found that the lifetime uncertainties for the up-
per levels of the yrast band have little effect on the ob-
tained values of the lifetimes of the 23/2− and 27/2− lev-
els. Moreover, the lineshapes of all observed discrete feed-
ing transitions from side bands do not exhibit the Doppler
broadening effect. This may be due to their long effective
lifetimes. Therefore, for each level all side branches can
be substituted by a single transition. It was assumed that
their effective lifetime is 2± 1 ps. This value is larger than
the average recoil’s stopping time (tavstop ≈ 1 ps, see ap-
pendix B) and, its uncertainty does not significantly in-
fluences the lifetimes of the 23/2− and 27/2− levels.

3.4 Side-feeding

The model of side-feeding, described below, gives not only
the feeding time distribution for the levels of interest but
also helps to understand better the decay process leading
from the entry-state distribution to the studied levels. Fig-
ure 2 shows the entry-state plot calculated by using the
code COMPA (some details of the calculations are given
in appendix C). The maximum of entry-state distribution
lies close to the studied levels due to the relatively low
angular momenta and large number of evaporated par-
ticles (5 neutrons). Therefore, the side-feeding times are

Fig. 2. Entry-state population calculated with the use of the
COMPA code for the 122Sn(14N, 5n)131La reaction.
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Fig. 3. Excitation energy U above the yrast level at spin I.
The three solid lines show: the yrast line, the lines at ∆U =
0.2MeV and Uc = 1MeV above the yrast state. The type
of the side-feeding components depends on the energy U of
the last feeder level. If from simulation the last side-feeding
transition populates the level located below the ∆U = 0.2MeV
line then this level is regarded as belonging to the yrast band.
The energy width ∆U = 0.2MeV follows from a gap in the
level density distribution [42].

expected to be small, which creates favourable condition
for the DSAM lifetime measurements. We encountered a
similar situation in 119I, 118Te and 120Xe nuclei [7,17,16],
which were also populated in a compound-nucleus reaction
with low input angular momenta. On the other hand, the
entry-state distribution is characterised by a fairly wide
spread along the spin axis, which partly reflects the large
spread of projectile energy due to the slowing-down pro-
cess in a thick target. Therefore, γ-cascades leading from
entry states to the levels of interest should have both short
(related mainly to the cascades of statistical transitions)
and long (stretched) components. Moreover, contributions
of these components should strongly depend on the anal-
ysed level spin. The side-feeding time distributions of the
populated level are simulated by a part of the GAMMA
program. In this code the side-feeding depends on the en-
ergy and spin of the lowest level in the feeder cascade (see
fig. 3).

There are two types of side-feeding for the levels lying
close to the yrast line:

1) Feeding via decay of the entry states lying at
U > UC ≈ 1 MeV above the yrast line, i.e. from quasi-
continuum levels. This feeding can be referred to as Con-
tinuum Side-Feeding (CSF).

2) Feeding via decay of discrete levels and rotational
bands lying at ∆U < U < UC . This feeding can be re-
ferred to as Discrete Side-Feeding (DSF). The DSF tran-
sitions although numerous are not visible due to their low
intensities.

The calculations of both CSF and DSF include not
only statistical E1 transitions and the stretched E2 bands
with damping effect, but also statistical M1 and E2 tran-
sitions (for details see appendix C). For the case of near-
magic nuclei a special hypothesis has been made which

allows us to consider the existence of a large amount of
particle-hole excitations in the entry-state region which
generate magnetic rotational bands with a shear ef-
fect [18]. The contributions of statistical and stretched
(E2 and M1) components are different for CSF and DSF.
CSF is fast since the energy of the last transition leading
to the studied level exceeds 1 MeV. On the other hand,
DSF is responsible for the relatively slow component of
the side-feeding due to the low transition energy.

The decay paths from each point of the entry region are
described by one set of empirical parameters common for
all levels. These parameters are: Qlow, Qhigh —effective
quadrupole moments of stretched E2 cascades in contin-
uum for the low- and high-spin regions, respectively, and
SMR —the relative density of stretched magnetic bands
in continuum (see appendix C). The parameters can be
obtained by fitting simultaneously two different types of
data:

1) γ-lineshapes sensitive to the population time distri-
bution of the high spin levels,

2) multiplicity distribution and intensity distribution
along the yrast band.

This procedure was applied for the first time for the
nearly magic 142–146Gd nuclei in refs. [18,19]. The param-
eters of the side-feeding pattern have been obtained from
the experimental γ-multiplicity distribution and lineshape
analysis of transitions between high-spin states. These
parameters were used for the Doppler Shift Attenuation
study of lifetimes (refs. [10–12]). In the present work, in-
stead of γ-multiplicity the distribution of intensity and
the relative side-feeding population along the yrast band
have been used together with the lineshape analysis of
high-spin states (39/2−, 43/2−) in 131La.

The parameters evaluated in this way were used for the
DSA lifetime determination of the yrast levels in 131La.
The correctness of the methods used to evaluate the side-
feedings pattern is partly proved by the agreement of the
lifetime obtained from the lineshape analysis of the 31/2−

level by the “gating below” method with those found by
the “gating above” and “narrow gate” methods which do
not depend on the side-feeding time distribution.

The results of the Monte Carlo simulation of the side-
feeding time distribution, including both the CSF and
DSF components, are shown in the upper part of fig. 4
which illustrates the complex structure of side-feeding
time distribution (dP/dt). These results disagree with the
result of the conventional method where the dP/dt distri-
bution is calculated in terms of the one-band model. This
model considers several stretched E2 transitions charac-
terised by the effective transition quadrupole moment or
effective side-feeding time for each studied level. For rough
comparison of side-feeding times with the measured life-
times, the effective side-feeding time τsf can be defined
using the formula (see appendix B):

∫ τsf

0

(dP (t)/dt)dt = 1− e−1. (5)

The spin dependences of τsf have been calculated for
CSF as well as for the total side-feeding CSF+DSF by us-
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Fig. 4. Upper part: time distribution of the side-feeding pop-
ulation for all studied levels. The results of calculations for
experimentally fixed parameters (see sect. 4) are shown. Lower
part: the results of model calculation of the effective side-
feeding time τsf as a function of the level spin. The results
are shown for various energy positions of the last feeder (see
fig. 3) including continuous side-feeding (CSF) and discrete
side-feeding (DSF).

ing this definition. The results are shown as two solid lines
in the lower part of fig. 4. The difference between these
lines grows with decreasing spin. This reflects the increas-
ing contribution of the relatively slow stretched cascades
to side-feeding. For low spin levels the part of intensity
due to the known feeding bands becomes large (see fig. 1)
and two limiting cases can be considered in side-feeding
interpretation:

1) all discrete levels up to U ≈ 1 MeV which feed the
level of interest are known. Then only CSF is responsible
for the side-feeding and should be taken into account in
the τsf simulation.

2) the unobserved feeder transitions originate from the
level at U > 0.2 MeV. Then CSF+DSF should be taken
into account.

In practice, the upper limit of U for discrete side
bands Uobs can be evaluated from observed level scheme.
Then only the part of DSF corresponding to U > Uobs

should be considered. The dotted line in the bottom panel
of fig. 4 corresponds to the case where CSF+DSF with
U > Uobs = 0.5 MeV was taken into account. The dashed

line represents the effective feeding time of the 23/2− and
27/2− levels for U < Uobs. The predicted values of τsf for
these two levels are comparable with the stopping time
(≈ 1 ps). This is the reason why the DSA effective life-
time of the observed side bands feeding the yrast band
(see fig. 1) should be of the same order as that predicted
by the presented model of side-feeding:

τDSA
sf (side band) ≈ τsf (U < 0.5 MeV). (6)

The difference between τDSA
eff and τeff is explained

in appendix B. The contributions of the fraction of side-
feeding (U > 0.5 MeV) to the effective side-feeding time
should be small and lay between that predicted for CSF
(U > 1 MeV) and that for the full (CSF+DSF) side-
feeding (CSF+DSF) (U > 0.2 MeV) —see fig. 4. The un-
certainties of the side-feeding calculations increase with
the decreasing value of spin, whereas the contribution of
side-feeding to the total feeding intensity becomes small.
Finally, the uncertainty of the side-feeding pattern does
not affects strongly (±15%) the extracted lifetime.

3.5 Stopping-power parameters

In the present experiment the maximum recoil velocity, for
the 5n evaporation reaction, equals 0.0136c. The stopping-
power parameters of La recoils moving in Sn material
were measured for this velocity region (experimental de-
tails will be published in [20]) using the semithick-target
method [7]. The stopping power of recoils is a sum of
electronic and nuclear stopping powers described by the
three parameters fe, fn and φn [21]. Values of fn = 0.83
and φn = 1 were taken to reproduce the nuclear stopping
power of Ziegler [22]. With nuclear stopping-power fixed
parameters, the value fe = 1.0±0.1 was obtained from our
experiment [20]. The contribution of the inaccuracy of the
stopping power to lifetime determination was evaluated as
10%. The uncertainty of the recoil stopping power acts ap-
proximately as a multiplicative factor on the τ and B(E2)
values and only slightly affects the physical interpretation
given in our paper.

4 Results of the side-feeding study

The effective quadrupole moments Qlow, Qhigh and the
parameter SMR (which is responsible for the M1 stretched
cascades) are parameters which have to be extracted from
the experiment. The parameter Qhigh has been extracted
from the lineshape analysis of the transitions from the
43/2− and 39/2− states, whereas Qlow and SMR from the
analysis of the transition intensity distributions.

4.1 Lineshape analysis of transitions from the 43/2−

and 39/2− states

As it was said in the previous section the DSA analysis of
lineshape of γ-transitions between high-spin states with a
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Fig. 5. Upper part: experimental and calculated lineshapes
for the 1092 keV (43/2−) and 1054 keV (39/2−) transitions in
131La. The spectra have been summed over 10 Ge detectors.
The lineshapes for the 43/2− level are presented for different
level lifetimes. In the case of the 39/2− level, the additional
peak at 1050 keV (dotted line) corresponds to side transitions
29/2− → 27/2− in 131La. Lower part: χ2 plots versus τ for
different Qhigh values for the 43/2− and 39/2− levels in 131La.
Solid lines present plots for the optimal Qhigh value which in
both cases is equal to 10± 3 eb.

large contribution of side-feeding can, in some cases, give
simultaneously two quantities —the lifetime (τ) of the cor-
responding levels and the effective side-feeding time (τsf )
or effective quadrupole moment Qhigh of the stretched
side-feeding cascade. Such a study was performed in the
present work to evaluate the parameters which deter-
mine side-feeding. Unlike the simple conventional meth-
ods, where usually one effective side-feeding band is taken
into account for each level, in our approach all cascades
starting from each point of the entry-state region are sim-
ulated by the Monte Carlo method in lineshape calcu-
lations. The parameters of statistical transitions are fixed
(see appendix C). Therefore, Qhigh is the parameter which
determines the time distribution of the side-feeding pop-
ulation of the highest spin levels. The value of Qhigh is
expected to be large [23]. According to the model calcu-
lation it was assumed that the contribution of stretched
M1 transitions is not important, because these transi-
tions influence rather the multiplicity distribution than
the time distribution. In our case, the decays of the 43/2−

and 39/2− levels have been chosen for analysis. This al-
lowed us to determine three quantities: τ43/2, τ39/2 and

Qhigh. The χ2 plots versus τ for different Qhigh values
are shown in the lower part of fig. 5. The optimal value
of Qhigh = 10± 3 eb was obtained from both fits. Experi-
mental and calculated lineshapes for the 1092 keV (43/2−)
and 1054 keV (39/2−) transitions of 131La are given in the
upper part of fig. 5 for the spectra summed over 10 Ge
detectors; the calculated lineshapes for various τ and the
fixed value of the parameter Qhigh = 10 eb are also shown
for the 43/2− level.

Fig. 6. Upper part: intensity distribution along the yrast line
for three hypotheses (see text in sect. 4.2). Lower part: side-
feeding intensities normalised to the intensity of I → I − 2
transitions.

4.2 Analysis of the transition intensity distributions

The relatively small Doppler effect and strong cascade
feeding make difficult the evaluation of Qlow and SMR

based on the lineshape analysis for γ-transitions from
middle and low spin levels. Therefore, we have deter-
mined both parameters from the intensity distribution.
Two types of experimental data were analysed:

1) intensities along the yrast line (see fig. 6, upper
part);

2) relative side-feeding intensities, i.e. relative differ-
ence between the intensities of all observed γ-lines depop-
ulating and populating the same level (see fig. 6, lower
part).

Data 1) were compared to the results of model calcu-
lations which take into account, continuous and discrete
side-feedings with U > 0.2 MeV (see fig. 3 and fig. 4).
Data 2) were compared with the results of model calcula-
tions for U > 0.5 MeV since the observed side bands are
below the limit U < Uobs = 0.5 MeV. These experimental
data depend on sensitivity of the side bands observation.
Data 1) are free of this shortcoming.

The calculations were made for three hypotheses. The
first one corresponds to the side-feeding pattern with
Qhigh = 10 eb (obtained for the 39/2 and 43/2 states).
This value is taken for all states (dotted line in fig. 6). Hy-
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Fig. 7. Contribution of various multipolarities to the total
side-feeding γ-multiplicity calculated with parameters fitted to
the experimental data (see hypothesis 3 in sect. 4.2).

pothesis 2 assumes Qhigh = 10 eb for the high-spin region
with I > 21h̄ and Qlow = 4.5 eb for lower spins (dashed
line in fig. 6). In both hypotheses SMR = 0. It means that
M1 stretched bands were not taken into account. Hypoth-
esis 3 assumes Qhigh = 10 eb and optimal values of Qlow

and SMR resulting from the fit to the experimental data:
Qlow = 4.5 ± 0.7 eb, SMR = 0.06 ± 0.02. As can be seen
in fig. 6, only calculations performed with hypothesis 3
reproduces well the experimental data. In fig. 7 the con-
tribution from the statistical E1 and stretched E2 and
M1 transitions to the total side-feeding multiplicity cal-
culated with parameter of hypothesis 3 is presented. One
can see that M1 stretched bands play an important role
in the side-feeding. In our DSA analysis the parameters
Qhigh, Qlow and SMR of hypothesis 3 were used. They are
in agreement with the expected values (appendix C).

5 Results of the lifetime study

The final values of lifetimes were determined in the χ2 fit-
ting procedure applied to the results obtained by different
methods (see sect. 3.2) by using spectra “38◦”, “142◦” and
“sum” of spectra (“sum”) (see notes d and e in table 1).
Each detector (placed at θ) registers γ-quanta in coinci-
dence with all other detectors. It turned out that for this
manner of registration the sum of angular correlations can
be replaced approximately by the angular distribution:
1 +A2P2(cos θ) with the A2 coefficient equal to about 0.3
for pure E2 transitions. For summed spectra the efficiency
of each detector and the angular-distribution coefficient,
being input parameters to the code GAMMA, were taken
into account. The side-feeding parameters, identical for
all discussed levels, were evaluated in the way described
in sects. 3.4, 4.1 and 4.2. The final results are presented
in table 1. The errors include statistical contributions and
uncertainties connected with the cascade feeding and side-
feeding as well as with inaccuracies of the stopping-power
parameters.

Fig. 8. Lineshape analysis performed by using the “gating be-
low” method for the 985 keV transition depopulating the 35/2−

level. The dotted line in the “sum” spectrum (upper right part)
shows the background peak. The position of the contamination
line in the “sum” spectrum has been found independently and
was fixed during fitting. The solid line at the bottom of the
right-hand part corresponds to the mean value of χ2 obtained
for different spectra. All χ2 values are divided by the number
of degrees of freedom. Only statistical errors are shown.

5.1 The Iπ = 43/2−, 39/2−, 35/2−, 27/2− and
23/2− levels

For transitions from the 43/2−, 39/2−, 35/2− levels line-
shape analysis of the “sum” spectra was made by the “gat-
ing below” techniques. The resulting DSAM lineshapes are
almost symmetrical since the spectra from all detectors
were summed. The lifetimes of the 43/2−, 39/2− levels
were obtained from two-dimensional fits of the lineshapes
performed with the free parameters τ and Qhigh. The er-
rors given in table 1 include uncertainties of Qhigh. In the
case of 35/2−, 27/2− and 23/2− levels the statistical errors
were determined as 0.04, 0.08 and 0.15 ps, respectively.
The total errors, given in table 1, have been increased due
to cascade and side-feeding uncertainties. As an example
the lineshape analysis for the 985 keV transition depopu-
lating the 35/2− level is shown in fig. 8. Figures 9 and 10 il-
lustrate the lineshape analysis for the 793 keV and 672 keV
transitions depopulating the 27/2− and 23/2− levels, re-
spectively. In the case of 23/2− and 27/2− levels the inten-
sity was sufficient for lineshape analysis at selected angles,
38◦ and 142◦. In the case of the 672 keV line the Doppler
effect is weak because of long lifetime and strong cascade
feeding (see appendix B). Nevertheless the Doppler tail is
visible and the lineshape analysis is still possible due to
the favourable background and large statistics. The life-
time 1.47 ps for the 23/2− level was obtained assuming
that only a part of the DSF with U > 0.5 MeV is taken
into account. For two extreme hypotheses of side-feeding
(CSF and CSF+DSF) lifetimes of 1.71 ps and 1.23 ps were
obtained. Hence the maximum uncertainty connected with
side-feeding calculations is equal to ±0.24 ps. This value
together with the statistical error and the uncertainty of
the stopping power gives the final error shown in table 1.
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Table 1. Lifetimes and B(E2; I → I − 2) values for the levels in the yrast band of 131La.

I τ (ps)a τ (ps)b B(E2)a Comments
(e2b2)

43/2− 0.33± 0.09 0.16+6

−3 gate below, 336 + 533 + 672 + 793 + 901 + 985; sumd

39/2− 0.48± 0.11 0.13+4

−2 gate below, 672 + 793 + 901 + 985 and 901+984; sumd

35/2− 0.47± 0.09 0.19+5

−3 gate below, 336 + 533 + 672 + 793; “38◦”e, “142◦”e, sumd

31/2− 0.52± 0.13c 0.5± 0.4 0.26+9

−5 gate below, 336 + 533 + 672 + 793, gate above, narrow gate;“38◦”e, “142◦”e, sumd

27/2− 0.75± 0.20 0.5± 0.4 0.35+13

−7 gate below, 336 + 533 + 672; “38◦”e, “142◦”e

23/2− 1.47± 0.35 1.2± 0.5 0.41+13

−8 gate below, 336 + 533; “38◦”e, “142◦”e

a
Obtained in the present work.

b
Taken from ref. [3].

c
The error accounts for the intensity uncertainties of contamination lines.

d
Sum of spectra from all 10 detectors.

e
“38◦” —sum of the 25◦ and ±38◦ detectors, “142◦” —sum of the ±142◦ and 155◦ detectors.

Fig. 9. Lifetime evaluation of the 27/2− level by using the
“gating below” method. See also caption to fig. 8. Only statis-
tical errors are given.

Fig. 10. Lifetime evaluation of the 23/2− level by using the
“gating below” method. See also caption to fig. 8. Only statis-
tical errors are given.
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Fig. 11. Lifetime evaluation of the 31/2− level by the methods
independent of the cascade and side-feeding pattern details.
Upper part: lineshape analysis, for the 901 keV transition de-
populating the 31/2− level, performed by using the “gating
above” method (gate 985 keV, flight). Middle part: lineshape
analysis, for the 985 keV transition depopulating the 35/2−

level, observed in the spectrum obtained with a narrow gate
(901 ±1 keV, “narrow gate” method). Lower part: for com-
ments on the χ2 plot and background line see fig. 8.

5.2 The Iπ = 31/2− level

Lineshape analysis of the 31/2− → 27/2− transition has
been made by using the “sum” spectrum and the spec-
tra collected at angles: 38◦ and 142◦. In addition to the
“gating below” technique, the “gating above” and “narrow
gate” methods have also been used (see fig. 11). The lat-
ter two methods are independent of the cascade and side-
feeding pattern. Lineshape analysis of the 901 keV transi-
tion from the 31/2− level, performed by using the “gat-
ing above” method, is shown in the upper part of fig. 11.
Since the “sum” spectrum was analysed the gates were
set in energy intervals of 978–983 keV and 987–992 keV

Fig. 12. Lifetime evaluation of the 31/2− level by using the
“gating below” method. See also caption to fig. 8. Only statis-
tical errors are given.

which correspond to the “flight” component of the 985 keV
line. The lineshape of the 985 keV transition depopulating
the 35/2− level, observed in the spectrum gated on 901
±1 keV (“narrow gate” method) is presented in the mid-
dle of fig. 11. The evaluation of the lifetime of the 31/2−

level by the “gating below” method is shown in fig. 12.
It follows from figs. 11 and 12 that the lifetime ob-

tained using the “gating below” method is in excellent
agreement with those obtained by applying the “gating
above” and “narrow gate” methods. This fact confirms
that all feedings were correctly taken into account. The
statistical errors resulting from the “gating above” and
“narrow gate” methods (fig. 11) are larger than the sta-
tistical error obtained in the “gating below” method. This
is due to the relatively weak intensities of the analysed
γ-lines. However, if in the “gating below” method the
uncertainties in the side and cascade feedings are taken
into account then the total accuracy become comparable
with the results of the “gating above” and “narrow gate”
methods. In the case, when the use of the “gating above”
and/or “narrow gate” techniques is possible, both meth-
ods should be employed as a good check of the results ob-
tained by the “gating below” method. This gives us also
the opportunity to check whether the unknown feedings
are properly estimated.

6 Discussion

6.1 CQPC calculations for negative-parity states

The properties of the 131La nucleus have been stud-
ied in terms of the Core-Quasi-Particle Coupling model
(CQPC) [24–26]. In this model, the odd-A nucleus is con-
sidered as a quasi-particle coupled to the (A − 1) and
(A + 1) even-even cores. In the case of 131

57 La the va-
lence 57th proton (particle) is coupled to the neighbour-
ing 130

56 Ba nucleus, whereas the proton-hole is coupled to
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Fig. 13. Single-proton states in the Woods-Saxon spherical
potential. The wavy line shows the position of the Fermi level.

Fig. 14. Comparison of the calculated B(E2; R → R − 2)
values with the experimental data [29] for the yrast states in
130Ba.

132
58 Ce. The quadrupole-quadrupole (q-Q) interaction be-
tween the quasi-particle and the core, as well as the pair-
ing interaction are included in the model. In these calcu-
lations the q-Q interaction with strength χ = −9 MeV
was used which is close to the theoretical value χ =
−9.5 MeV [27]. For the gap parameter the standard for-
mula ∆ = 135/AMeV was applied and the position of
the Fermi level (see fig. 13) was chosen to reproduce the
number of valence protons. Single-proton states (fig. 13)
were generated from the Woods-Saxon spherical potential
by using a standard set of parameters. The 1h11/2 and
2f7/2 proton states were taken into account to describe

the negative-parity states in 131La.
In our calculations 44 core states up to spin 16 were

taken into account. The data (spin R, excitation en-
ergy E(R) and reduced matrix elements 〈R||E2||R′〉) were
taken from the Davydov-Filippov model (3-axial rigid ro-
tor) [28]. To simplify the CQPC calculations it was as-
sumed that the (A− 1) and (A + 1) cores have the prop-
erties of the real 130Ba nucleus. The structure of the wave
functions, obtained from the CQPC model, for negative-
parity states of 131La justifies this simplification. The pa-
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Fig. 15. Comparison of the experimental level scheme of
131La [2] with the results of the CQPC model calculation. Only
the part of the negative-parity level scheme relevant to our
discussion is shown. A: All properties of the 130Ba core have
been taken from the Davydov-Filippov model. B: The phe-
nomenological core (see text) has been used. The energy of the
(11/2−)1 state was set equal to 0.

rameters describing the 130Ba nucleus in terms of the
Davydov-Filippov model were: β = 0.22 (based on the
B(E2; 2+ → 0+) value [29]), γ = −24◦ (Lund convention)
and E(2+) = 0.30 MeV. The calculated B(E2;R→ R−2)
values for the ground-state band in 130Ba are compared
for this set of parameters with the experimental data in
fig. 14. One can see that the Davydov-Filippov model does
not reproduce well the B(E2) values for spin R ≥ 8. A
significant drop in the B(E2) values observed in the ex-
periment [29] for R > 8 may be the result of band cross-
ing. This effect cannot be reproduced in the frame of the
Davydov-Filippov model which assumes rigid nucleus ro-
tation with a fixed moment of inertia. The electromag-
netic properties of the 131La nuclei were calculated for
the bare proton charge (eeff = e) and for standard val-

ues of the effective orbital and spin g-factors (g
(l)
p = 1,

g
(s)
p = 0.6 g

(s)free
p ).

The results of the CQPC calculations show that the
yrast negative-parity band in 131La is mainly built on the
1h11/2 proton state while the contribution of the 2f7/2

state is of minor significance. It was also found that the
main terms of the wave function for the discussed lev-
els (11/2−, 15/2−, . . . , see fig. 1) in 131La consist of the
130Ba yrast states. The predicted properties of 131La are
compared with the experimental data in figs. 15 and 16.
Considerable disagreement between the calculated and ex-
perimental B(E2) values is observed for Iπ ≥ 27/2−.
Note that the 27/2− state is mainly built on the pro-
ton 1h11/2 configuration coupled to the core state with
spin R = 8. Above that state the theoretical B(E2) val-
ues for 130Ba differ significantly from the experimental
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Fig. 16. Observed and calculated B(E2; I → I−2) values for
the πh11/2 decoupled band in 131La. The meanings of A and B
are the same as in fig. 15; C: results of the TRS calculations.
Full and open circles denote the results of our experiment and
data from ref. [3], respectively.

ones (fig. 14). The calculation shows that the rigid rotor
model is unable to reproduce the properties of the high-
spin states in 131La. One can see that changes which occur
in high-spin states of the even-even core of 131La should be
taken into account. Therefore, in the next step, the exper-
imental level energies of 130Ba and experimental values of
the 〈R||E2||R − 2〉 matrix elements corresponding to the
B(E2;R → R − 2) values [29,30] shown in fig. 14 were
applied as input data for Rπ ≤ 12+ in the CQPC calcula-
tions. Theoretical values were used in the cases for which
the experimental data were not available. The core with
such properties will be called phenomenological. The cal-
culations of 131La were limited to spin I = 35/2 built of
R = 12 and j = 11/2.

The CQPC calculations involving the phenomenologi-
cal core give much better results (see figs. 15 and 16) than
when the theoretical 3-axial rigid core is used. In partic-
ular, they qualitatively reproduce the decrease of B(E2)
values for spins I > 27/2. We conclude that the electro-
magnetic properties of the 130Ba core have a strong influ-
ence on the E2 transition probabilities in the decoupled
band in 131La.

6.2 TRS calculations

Additional calculations were preformed in terms of the
Self-Consistent Total Routhian Surface (SC-TRS) model
(see ref. [26] and references therein). The Hamiltonian in
this model is based on the deformed Woods-Saxon po-
tential involving the Strutinsky shell correction formalism
with the monopole and quadrupole pairing interactions
included. The Routhian was calculated on a grid in the
non-axial quadrupole deformation space (β2, γ) including
the hexadecapole (β4) degrees of freedom. The Routhian

Fig. 17. Comparison of the experimental B(E2; I → I − 2)
values for the πh11/2 decoupled band in 119I [7] with the results
of the TRS calculations.

was minimised with respect to the shape parameters to
obtain equilibrium deformations.

The TRS calculations show that the 131La nucleus
is very soft to γ deformation and the positions of min-
ima change from γ ≈ 22◦ (Lund convention) at the be-
ginning of the band (h̄ω ' 0.18 MeV) to γ ≈ −20◦

at h̄ω ' 0.58 MeV. Simultaneously, the equilibrium de-
formation parameter β2 decreases slightly from 0.20 to
0.18. Calculations predict that the configuration of the
quasi-proton wave function changes from an almost pure
K = 1/2 for low-energy states (up to h̄ω ' 0.3 MeV)
to a mixed K = 3/2 and K = 5/2 configuration for
higher-energy states (with h̄ω ≥ 0.3 MeV). The transi-
tion probability B(E2) in the yrast band can be roughly
estimated [31] from the equation

B(E2; Ii → If ) =
5

16π
Q2

t 〈IiK20|IfK〉2, (7)

where Qt is the transition quadrupole moment which
within the limits of a large angular momentum [32] is

Qt = Q20 +

√

2

3
Q22 . (8)

The quantities Q20 and Q22 are the components of
the quadrupole moment. In eq. (7) the value of K of the
dominant part of the wave function was used, whereas
Q20 and Q22 were obtained from the TRS model. Note
that Q22 used in ref. [32] and in this paper differs from
the standard definition (see, e.g., [33]). Our Q22 equals√

2Q22 used in [33].
The TRS calculation (for the results see fig. 16) does

not reproduce the experimental B(E2; I → I − 2) values
for I > 27/2. One reason for the observed discrepancy is
that in the TRS model one does not calculate the matrix
elements of Q20 and Q22 between the initial (with spin I)
and final (with spin I − 2) states. Therefore, formulae (7)
and (8) give only an approximate value of the E2 transi-
tion probability if the initial and final states have different
configurations.

Among nuclei belonging to the 50 < Z, N < 82 re-
gion we have the case of 119I in which the experimental
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B(E2) values for the h11/2 proton band are nearly con-

stant (fig. 17) for 15/2− ≤ I ≤ 39/2− [7]. The TRS
calculation carried out for this band predicts that the
quadrupole deformation β2 ≈ 0.29, γ ≈ 10◦ and the h11/2

quasi-proton configuration (with the main K = 1/2 com-
ponent) do not vary with spin value (for I ≤ 16). There-
fore, the conditions to apply eqs. (7) and (8) are fulfilled
and the theory reproduces the observed dependence of
B(E2) vs. I (see fig. 17).

7 Summary

Lifetimes of levels belonging to the πh11/2 band in 131La
have been measured by the DSA method. Different gat-
ing conditions: “gating below”, “gating above” and “nar-
row gate” have been applied. The model of side-feeding
population is presented and experimentally tested. The
experimental B(E2) values for intraband transitions be-
tween levels with spin I ≤ 35/2− have been compared
with the results of theoretical calculations made in terms
of the CQPC and TRS models. None of these models can
reproduce the diminishing value of B(E2) for spin values
above 27/2−. Only a phenomenological approach made in
the frame of the CQPC model and based on experimental
energies and B(E2) values of 130Ba allows for fairly good
reproduction of experimental data. One can conclude that
for proper interpretation of the chiral bands in the neigh-
bouring odd-odd 130La and 132La a good understanding
of the simpler structure of even-odd nuclei, like 131La, is
very important.

We are grateful to the staff of the Warsaw Cyclotron for the
excellent beam provided during the experiment and to A. Sto-
larz for the preparation of targets. The authors acknowledge
the very fruitful discussions with Professors J. Dobaczewski,
S.G. Rohoziński, W. SatuÃla and A. Marcinkowski.

Appendix A. The “narrow gate” method
(NGTB)

The “narrow gate” method [14] allows the evaluation of
lifetimes when a narrow gate is set on the unshifted com-
ponent of the transition depopulating the level of inter-
est while the lineshape of the transition feeding this level
is analysed. The small velocity of recoils in our reaction
(≈ 1%c) causes that the maximal Doppler shift (∆Emax

γ )
is comparable with the FWHM of the instrumental line
(for Eγ ≈ 1 MeV the value of FWHM ≈ (1/6)∆Emax

γ ).
When the spectra registered by detectors placed at dif-
ferent angles are summed it is practically impossible to
achieve the ideal “narrow gate” case (fig. 18), in which the
gate is set only on the stopped component of the “tran-
sition below”. The improved version of this method [10]
may be applied for any gate width. Figure 18 shows the
attenuation factor F (τ) describing the usefulness of the
“narrow gate” method in the cases of different widths of

Fig. 18. Sensitivity of the “narrow gate” method for dif-
ferent ∆E/∆Emax

γ ratios, where ∆E is the gate width and
∆Emax

γ is the maximum Doppler shift. The gates are set on
the 901 keV transition. Dashed lines present two extreme cases:
one when the width of the gate ∆E is very large and one
when ∆E = 0 and FWHM = 0keV (ideal case). The solid line
shows the real experimental conditions with the gate set at
901 ± 1 keV (∆E/∆Emax

γ = 1/6 since ∆Emax
γ = 12 keV) and

FWHM = 2keV. The ∆E/∆Emax
γ = 1/24 curve corresponds

to the experimental limit, when ∆E = 0.5 keV.

gates set on the 901 keV transition de-exciting the studied
31/2− level. The quantity F (τ) is defined as

F (τ) = 〈∆Eγ〉/∆Emax
γ , (A.1)

where τ denotes the lifetime of the level (in our case it
is the 35/2− level), 〈∆Eγ〉 and ∆Emax

γ are related to
the average velocity of recoils just at the moment of γ-
emission and the velocity of recoils just after they are
formed, respectively. Note that the observed value of F (τ)
for the 35/2− level decay depends on the gate width set on
the 31/2− → 27/2− transition since the gate chooses the
range of recoil velocity at the moment of γ-ray emission.
The slope of the F (τ) curve is the measure of sensitivity
for lifetime determination.

Two extreme cases are considered: one when the width
of the gate (∆E) is very large and the second one when
∆E and FWHM of the apparatus lineshape are zero (ideal
“narrow gate”). The curve for ∆E/∆Emax

γ = 1/24 corre-
sponds to the experimental limit when ∆E = 0.5 keV (i.e.
one channel at 0.5 keV/channel calibration). As one can
see that, even for a gate width of one channel (∆E =
0.5 keV), the experimental conditions are far from the
ideal “narrow gate” case. This is explained by the rela-
tively low initial recoil velocity in our reaction (≈ 1% c).
In the case of ref. [10], where the initial recoil velocity was
≈ 2.5% c even for the gate width ∆E = 2 × FWHM
the sensitivity of the “narrow gate” analysis decreases
only a little as compared with the ideal case. On the
other hand, fig. 18 shows that the increase of gate width
up to ∆E = 2 keV (solid line) has no noticeable influ-
ence on the sensitivity of the “narrow gate” method as
compared with ∆E = 0.5 keV (compare F (τ) curves for
∆E/∆Emax

γ = 1/6 and 1/24). One can conclude from
fig. 18 that in the discussed case, the “narrow gate” anal-
ysis is effective only if the lifetime of the 31/2− level lies
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Fig. 19. The differential (upper) and integral (lower) decay
functions for the 23/2 level. The histogram in the upper part
presents the number of decay (from Monte Carlo simulation)
as a function of time. This quantity is proportional to dP/dt.
The ordinate is given in a logarithmic scale. The corresponding
integral function is shown in the lower part of the figure as
a solid line. Dashed lines in both pictures show the simple
exponential dependence with τ = τeff . The value of τeff =
3.8 ps follows from the P (t) vs. t curve. Dotted line shows the
exponential approximation with τ = τDSAeff .

in the range 0.15 ps to 0.6 ps and F (τ) of the 35/2− level
decay is in the range 0.1 to 0.2 (which is equivalent to the
lifetime of the 35/2− level in the range 1.1 ps to 0.4 ps).
From the point of view of statistics a wide gate is advan-
tageous, but on the other hand, it results in a decrease of
sensitivity of lifetime evaluation.

Appendix B. Effective lifetimes in DSAM

For complicated level decay the effective lifetime τeff can
be introduced. It is defined by the equation

∫ τeff

0

(dP (t)/dt)dt = 1− e−1,

similarly to the standard definition for effective T1/2:
∫ T1/2

0
(dP (t)/dt)dt = 1/2. For the 23/2 level the decay

function dP/dt, which takes into account all cascade and
side-feeding components is shown in the upper part of
fig. 19 by way of example. The histogram shown in this

figure is the result of the Monte Carlo simulation. The
corresponding integral function P (t) is shown in the lower
part of the figure as a solid line. In accordance with the
proposed definition τeff equals 3.8 ps, which is close to the
rough estimation of τeff ≈ 4 ps (calculated as the sum of
lifetimes in the cascade). The dashed lines in both figures
show the simple exponential dependence for τ = τeff .

In the lifetime measurements by the DSA method the
slowing-down process of recoils moving inside the target
is taken into account. Using the stopping-power parame-
ters given in sect. 3.5 we can calculate the time needed
to fully stop (it means that their velocity decreases 100
times) the recoils, tstop ≈ 1.8 ps. In a similar way we de-
fine the average stopping time tavstop as the time which is
needed to reduce the velocity by a factor e [34] (in our
case tavstop ≈ 1.1 ps). For an ideal γ-detector the ratio of
the Doppler tail intensity to the total γ-line intensity is
P (tstop). For γ-detectors with FWHM > 0 the observed
Doppler-shifted fraction is always smaller and roughly cor-
responds to P (tavstop). Thus, from the point of view of the

Doppler effect, the effective lifetime τDSA
eff , which is de-

fined using the formula P (tavstop) = (1 − e−tav
stop/τ

DSA
eff ), al-

ways exceeds τeff if the decay curve differs from the expo-
nential one. In our case τDSA

eff ≈ 9 ps. The corresponding
exponential approximation is shown in the lower part of
fig. 19 as dotted line. In spite of the fact that τDSA

eff ≈ 9 ps,
τeff ≈ 4 ps and tavstop ≈ 1 ps it is possible to extract the
lifetime because even in this case the Doppler tail fraction
(≈ 10%) is still measurable.

Summarising, for τeff larger or comparable with the
recoil stopping time the effective lifetime τDSA

eff can sig-
nificantly exceed τeff . Even then there is a possibility of
measuring the lifetime when the statistics is high enough
(see the χ2 plot in fig. 10).

Appendix C. Calculation of side-feeding
γ-cascades

The entry-state distribution has been simulated basing on
the statistical theory of nuclear reactions. The improved
version of the Monte Carlo code COMPA (intended also
for the simulation of recoil kinematical parameters) was
used for the Doppler γ-lineshape analysis [7,21]. The de-
pendence of transmission coefficients TL(E) on the input
angular momenta L can be calculated from the optical
model [35] in two versions where:

1) the effective-interaction radius corresponds to the
grazing collision, i.e. Rinter = Rgrazing;

2) the empirical correction factor fc < 1 is intro-
duced, i.e. Rinter = fc × Rgrazing. This factor mainly
influences the maximal input angular momenta and can
be determined by comparing the calculated cross-sections
for compound-nucleus formation (σc ∼

∑

L(2L + 1)TL)
with the experimental value σe. In the lack of experimen-
tal data the value of σe can be found from an empirical
formulae [36].

In the present work the level density parameters have
been chosen in accordance with modern systematics [37].
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Fig. 20. Results of calculations for the 122Sn(14N, 5n) reaction
at E = 70MeV. Upper part: transmission coefficients TL cal-
culated for 14N bombarding the 122Sn target. The appropriate
formula is given in inset. The dotted curve corresponds to the
two-parameters approximation of the optical model [35]. Pa-
rameters D = 196 and L1/2 = 35.4 were used. The solid line
shows the results of calculation obtained when the based on
systematics experimental fusion cross-sections [36] was taken
into account. The dynamical limit of compound-nucleus for-
mation, calculated by the code HICOL [39] is marked by an
arrow. Lower part: distribution of the input angular momen-
tum in the 136La compound nucleus and spin distribution (after
5 neutron evaporation) with (solid line) and without (dotted
line) account taken of the experimental systematics of fusion
cross-section. The Monte Carlo calculations have been made
for a thick target (10mg/cm2), with account being taken of
the slowing-down process of the bombarding particles.

The competition between the particle evaporation and γ-
ray emission is evaluated basing on the systematics of the
E1 strength functions [38]. Transmission coefficients TL
calculated for the reaction 122Sn + 14N at E = 70 MeV
are presented in the upper part of fig. 20. The dotted
curve relates to the two-parameter approximation of the
optical model (fc = 1), whereas the solid line relates to
the corrected version (fc = 0.87). The dynamical limit
of compound-nucleus formation, calculated by the code
HICOL [39] is marked by the arrow. Two distributions of
the input angular momenta and spins after evaporation
of 5 neutrons, calculated for fc = 1 and fc = 0.87, are

shown in the lower part of fig. 20. These calculations have
been made for a thick target, with account being taken of
the slowing-down process of the bombarding particles. Un-
like the cases with evaporation of two or three neutrons,
the differences in the input angular-momenta distribution
slightly influences the spin distribution in the 5n channel
(lower part of fig. 20). It is so because reactions with 5 neu-
trons evaporation occur from the low and middle regions
of the input angular momenta distribution. Therefore,
the uncertainty in semi-empirical evaluation of TL can-
not remarkably affect the entry-state population distribu-
tion. Calculation of the fission barrier B(L) [40,41] gives
Lf ≈ 66h̄ (which corresponds to the fission barrier equal
to the neutron binding energy B(Lf ) = Bn ≈ 8 MeV).
This value exceeds the angular momenta involved in our
reaction. Therefore, the fission phenomenon does not play
an important role in our case. The distribution of the
entry-state population in 131La calculated with corrected
TL is presented in fig. 2.

The decay of entry states via quasi-continuum γ-
quanta is calculated by using the Monte Carlo method [18,
19]. Usually, it is assumed that the side-feeding pattern is
defined by the competition between stretched E2 transi-
tions (including the rotational damping effect [42]) and
the statistical E1 transitions. In our calculations the sta-
tistical M1 and E2 transitions are also taken into account.
The parameters for calculating the statistical γ-transitions
have been chosen in accordance with modern systematics
of E1 Dipole, M1 Spin-flip and E2 Quadrupole Giant Res-
onances [38]. For low- and high-spin states the contribu-
tion of E2 stretched cascades can be calculated with dif-
ferent effective quadrupole moments Qlow and Qhigh. The
damping effect is calculated for the width Γ = 0.3 MeV.
Another effect, typical for weakly deformed nuclei, is the
presence of magnetic rotational bands with shears ef-
fects [23,43]. In our calculations the existence of magnetic
rotational bands in continuum was also taken into consid-
eration. In refs. [18,19] the density of stretched magnetic
bands is described by a special parameter SMR responsible
for the contribution of M1 stretched cascades to the to-
tal decay strength. For medium and low spin levels of the
yrast band in 131La the influence of Qlow and stretched
M1 transitions becomes important and results in a re-
markable delay of the side-feeding population. The value
of Qhigh is expected to be large [23], whereas Qlow should
be much smaller than Qhigh. It follows from the system-
atics of B(E2) values in the A ≈ 130 mass region that
Qlow ≈ 3–6 eb. The parameter SMR has been evaluated
only for near-magic and transitional isotopes of Gd, Eu
and Sm [19,44] basing on multiplicity distribution anal-
ysis and turns out to be SMR ≈ 0.02–0.1. It is expected
that the SMR value for 131La should also lie in this range.
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